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GPT(Generative Pre-Training)2 - 1

• Language Model based Transformer

• Language Model

•P(아버지가방에들어가신다. ) > P(아버지가방에들어가신다.)

• Unsupervised pre-training

• Transformer decoder

Masked Multi
Self Attention

Layer Norm

Feed Forward

Layer Norm

+

+

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf


GPT(Generative Pre-Training)2 - 2
> A robot must obey the orders given it by human beings except where such orders would
conflict with the First Law.

http://jalammar.github.io/illustrated-gpt2/

http://jalammar.github.io/illustrated-gpt2/


KoGPT2 Training - Data

Corpus

• 20GB raw text (5 times larger than KoBERT)

Tokenizer

• Trained with 25M sentences(wiki + news)

• BPE(Byte Pair Encoding)

• 50,000 vocab

Data # of Sentences # of Words

Korean Wiki 5M 54M

Korean News 120M 1.6B

Other corpus 9.4M, 18M 88M, 82M



KoGPT2 Training - Distributed training

• 'Single Reducer' to 'Ring Reducer'

• Linear scale training performance with Horovod

• Instant corpus pre-processing

• No need to load all data on memory.

• Syncing training chunks on every epoch.

• No need to stop training to add more data.

• Fused GELU (with GluonNLP team)

• About 15% performance improved



KoGPT2 Training - Performances

Model Test Accuracy

BERT base 

multilingual cased
0.875

KoBERT 0.901

KoGPT2 0.899

Sentiment Analysis (Naver movie review data)

Model Test Accuracy

KoBERT 0.912

KoGPT2 0.943

Paraphrase Detection



KoGPT2 Demo
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Infra for distributed training - scale OUT

Multiple Computing Resources

Shared Storage

High bandwidth inter-node communication



Tools for multi-GPU and distributed training

Deep learning framework

• TensorFlow - tf.distributed.Strategy

• PyTorch - DistributedDataParallel

• Apache MXNet - Parameter server

Toolkit for distributed training on top of deep learning frameworks

• All-reduce based distributed training framework, Horovod

• A deep learning optimization library, DeepSpeed



AWS ML services for distributed training

Amazon EC2

• Amazon EC2 P3dn.24xlarge for compute (NVIDIA V100 TensorCore GPU)

• Elastic Fabric Adapter for high speed network (100Gbps)

• Amazon FSx for Lustre for shared storage

• Deep Learning AMI

• EC2 Launch Templates or AWS Parallel Cluster for automation

Amazon SageMaker

• ml.p3dn.24xlarge ML instance for compute

• Elastic Fabric Adapter for high speed network

• Amazon S3 with SageMaker Pipe mode or Amazon FSx for Lustre



AWS architecture for KoGPT-2 training

Deep Learning 

Scientist

MLOps

Engineer

Amazon FSx

for Lustre

Amazon Simple Storage 

Service

VPC

AWS Cloud

Availability Zone 1

Amazon CloudWatch

AWS Lambda

Placement Group

Elastic Fabric 

Adapter

Data management

instance



What we, as a human team, did

CPU and GPU utilization monitoring 

• GPU monitoring script

• Amazon CloudWatch

Bottleneck analysis

• Apache MXNet profiling

• Horovod timeline profiling

Code Review for better choices

Training running state check



Identifying bottleneck



Tuning trials

• Activation function, GELU (+++)

• NVIDIA implementation of Adam, BERTAdam (+)

• Horovod option tuning

• Mixed precision training (+)

• hvd.DistributedTrainer instead of hvd.DistributedOptimizer

• Data transposing using GPU instead of using CPU (+)



Tuning result



Final training decision
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Why not using Amazon SageMaker for training?

Yes!

Since all the training configuration and tuning have completed,

both training new pretrained models on new dataset

and

fine-tuning for downstream NLP tasks

on Amazon SageMaker is a desired option.
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Amazon SageMaker: 

Build, Train, and Deploy ML Models at Scale



Inference vs Training

Inference Training 

Usually run on a single input in real 

time

Requires high parallelism with large 

batch processing for higher throughput

Less compute/memory intensive Compute/memory intensive

Integrated into the application stack 

workflows

Standalone, not integrated into an 

application stack

Runs on different devices at the edge 

and in the cloud
Run in the cloud

Runs all the time
Typically runs less frequently (train 

once, repeat infrequently)

The majority of the cost and 
complexity of Machine 

Learning (ML) in production is 
due to Inference

Inference

90%

Training
10%



Amazon SageMaker – Instance Types for Inference

https://aws.amazon.com/sagemaker/pricing/instance-types/

Instance 

Family
t family m family r family c family p family g family Inf1

Elastic 

Inference

Workload 

Type

Short jobs/

Notebooks

Standard 

CPU/

Memory ratio

Memory 

optimized 

Compute 

optimized

Accelerated 

Computing-

Training and 

Inference

Accelerated 

inference, 

smaller 

training jobs

Accelerated 

Computing -

Inference

Cost-

effective 

Inference 

Accelerators

t3.2xlarge

8 vCPU

32 Mem

m5.2xlarge

8 vCPU

32 Mem

r5.2xlarge

8 vCPU

64 Mem

c5.2xlarge

8 vCPU

16 Mem

p3.2xlarge

8 vCPU

61 Mem

1xV100 GPU

g4dn.2xlarge

8 vCPU

32 Mem

1xT4 GPU

GPUs chipsCPUs

https://aws.amazon.com/sagemaker/pricing/instance-types/


SageMaker Endpoint - Scalable and Highly Available

• Deploy more than one instance 

behind an inference endpoint 

for high availability

• Enable automatic scaling with a 

predefined metric or a custom 

metric

• You can manually change the 

instance number and type 

without incurring downtime

• Set Amazon CloudWatch alarms 

on availability and error rates 

Load Balancer

Availability Zone 2Availability Zone 1

VPC

Endpoint



Deploying in SageMaker at Any Scale

sagemaker_session = sagemaker.Session()
role = get_execution_role()

model_data = 's3://<your bucket name>/gpt2-model/model.tar.gz'
entry_point = './gpt2-inference.py'

mxnet_model = MXNetModel(model_data=model_data,
role=role,
entry_point=entry_point,
py_version='py3’,
framework_version='1.6.0’,
image='<AWS account id>.dkr.ecr.<AWS region>.amazonaws.com/kogpt2:latest’

)

# HTTPS endpoint backed by 16 instances, multi-AZ and load-balanced
predictor = mxnet_model.deploy(instance_type='ml.c5.xlarge', initial_instance_count=16)







Auto Scaling Your Endpoint

- Latency

- Errors

- Invocations
- Invocations per Instance

Scaling policy : Target value of 25000 (per min) for 
SageMakerVariantInvocationsPerInstance

Auto Scaling OFF (1 instance)

Auto Scaling OFF (1 instance)

Auto Scaling OFF (1 instance)

Auto Scaling ON

Auto Scaling ON

Auto Scaling ON
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